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Introduction

@ Let X = {X;,..., Xy} be afinite set of objects.
@ Assume that the objects are represented by m-dimensional

vectors.
@ A clustering scheme groups n objects into k clusters
C=1{c,...,Ck}

@ The process begins by randomly choosing k objects as the
centroids of the k clusters.

@ The objects are assigned to one of the k clusters based on
the minimum value of the distance d(v, x) between the
object vector
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Introduction

K-means continued

@ After the assignment of all the objects to various clusters,
the new centroid vectors of the clusters are calculated as:

2 vex Y]

X = —
/™ Size of cluster x

,where 1 < j < m. (1)

@ reassign the objects to new clusters
@ The process stops when the centroids of clusters stabilize
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